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This short report outlines the results of some research carried out at the Atlantic Veterinary
College over the period April to June 2018, under the FHF Project 901411 coordinated by NINA.
The report is divided into two seatis which deal with (A) the analysis of some empirical field

data collected as part of the project activities and (B) the use of a Monte Carlo based simulation
model to consider the likely outcome of sampling sea lice under a variety of hypothetical

scenaios.

The details below are provided in relatively sHwaihd form as there has been limited time to
coordinate inputs with colleagues from the group at NVI who are exploring similar questions. It
is expected that in due course the work of researcherg@tafd NVI can be integrated to

provide the basis of a scientific publication around these topics.

The report begins by looking at the resuf analyses from sea lice data observed on a number
of Norwegian farms. The main purpose here was to exploralbdestributional characteristics

of these sea lice counts and to gain insights into the range of parameters relating to dispersion,
abundance, etcthat should be used in the hypothetical modelling exercises that followed on
from this initial explorathn. The second section reports on some of the main outcomes of

relevance seen in the Monte Carlo simulation models (developed using the R package).
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While the details are given in the pages that follow, some of the material is someshinatal,
involving discussion of statistical distributional assumptions, etc. While it is important to report
these details to make explicit the extent, and limitations, of any broader statements, it is also

useful to summarise the key implications obthiitial exploration.

Key findings from field-based base sets
- the distributions explored confirmed that the lmggtonto adopt when summarising

these types of count data in thegative binomialNB) distribution. As expected, an
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increase in the vaanceto-mean ratio within these populations will increagynggnder
the Poisson distribution ineffective for thespdyg of data;

perhaps surprisingly, there diwbt appear to be a need to model these data usiegra
inflated negative binomigEZINB) distribution;

the value ok (the dispersion parameter) did not increase with mean abundance as
significantly as had been proposed in previous (hypothetical) studies. This means that
even in situations with increased abundance (here up to 10 sea lice)rgsauNormal
distribution may lead to inaccurate interpretations;

a reasonable set kfparameters should therefore be explored in any set of simulation
experiments. In addition thevel of cageto-cage clusteringneasurd for example by
the ICC estimat(Revieet al, 2007 will have to be considered in tandem with this

dispersion parameter, and it is likely that the two will vary in a systematic manner.

Key outcomesfrom the Monte Carlo simulations

theprobability thata sample size of 20 fiskould generate an estimate that w#s5

given a true abundance level of 1 sea louse was around 90% when limited dispersion was
present. However, in the present of modest disperkihg) thisfell to around 70%;

if an accuracy 0£0.25 (on a true abundancklosea louse) was being sought, then even

a sample size of 50 fish would only result in a probability of around 60% that this could

be achieved;

when looking to accurately estimate the effect of a sea lice treatment, the Monte Carlo
simulations illustraté that whereither the expected efficacy was low (e.g. less than 50%

as may be typical in the case of modest resistance levels in the parasite population) or the
level of dispersion is mode$=<0.5), the statistical power ttetecttreatment effects is

severely limited even with sample sizes of as many as 50 fish;

while an analytical formula to estimate the statistical pdweletect a meaningful
treatmenteffectexists, it was found that it significantly ovestimated the likelpower

(i.e. tended to undegstimate the impact of random variation in the field as demonstrated

by the Monte Carlo approach).
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Sea lice count data were obtained from eight sites and their key parameters from the perspective

of sampling are summarisedkingure 1 Thesedata were not categorised by cagesampling
date;ratherthe dataare categoriseby sites and developmental stage

Oneof thedatasetused in Figure 1 wathen morghoroughly investigate(Figure 2) Sea lice
couns were obtained from two sites consisting of eight cages at 28 sampling dates. Each site,
cage, anevery samplinglate were analyseas separate data point$he data consist of three
developmentastages (chalimus, mobileyigerous)though as aabe seen from the graphs there
was little evidence of significant differences among these developmental stage.

Fit to negative binomial distribution

Ma n JAIC Aaluesare around zer@igure 2) indicating that botlthe negative binomial
distribution and Poisson distributitrave a reasonable fit to tea lice courst Howeveras the
value forVMR rises so thédAIC tends toreduce indicatingthat thenegative binomial
distributionis a more appropriate distribution tvivhich to represerstea lice courstunder those

situations involvinghigh variance to mearatios forabundance.

Relationship between mean abundance ank

It was expected that increassioundancevould lead toanincreasingvalue fork (Heuchet al,
2011) however, this didotappear to béhe casén theseanalysesVMR and abundance
indicated a broadlpositive relationFigure 3) whereast had been hypothesised that VMR
would be constant regardless of abundgitsichet al, 2011) In otherwords,overdispersion

(high VMR) tends to be mre marked asea licdevelsincrease.

Table 1. Descriptionof abbreviations

k Dispersion parameter tie negative binomial distribution

VMR Varianceto-Mean Ratio

AAIC Delta AIC value. Here used to compare model fit as ([Negative
binomial distribution}- [Poisson distribution])
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Figure 1. Sea lice count data from multiple locatiansNorway Sites and developmental stages
were analysed separatebyt cagesiad sampling dates were not differentiated. Eight sites with
two or three different developmental stages were analysed.
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Figure 2. A dataset of a location in Norway was thoroughly investigated. Sites, cages, sampling
dates were separately analys€his analysis involved 26 datasets from five soureash source

had a slightly different way teategorize sea licéds suchtotal numler of sea lice from each

source for the analysese given Black,red, and green dots represent chalimushite, and
ovigerousstagesrespectively.
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Figure 3. A simulation(N=10,000)to demonstratéhe potentialrelatiorshipsbetweerk and

mean abundanci/henthe situation in4] (k=1, mean abundance=4)ows an increase in
mean abundancthedispersion parametek)may remain constant [BJr may also increase [C]
Heuchet al(2011)suggested thdA] becomegC|] as mearabundance increases. However, our
analysisof empiricaldatasetsuggestethat[A] becomegD], which issomewherdetweer|B]

and[C].
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Monte Carlo simulation was uséalexplore how different sample sizes related to different
outcomes under differing levetd mean abundance and dispergiioased in the value of the
parameter).Thiswas explored under the assurop that the sampling watkesignedo achieve
one oftwo broad goalsl) to estimate sea lice abundanasd 2) to test for differences in sea lice
abundance following a treatment.all cases shown in the graphs below the mean values that

have been repted are based on 10,000 runs of the simulation code.

1) To estimate sea lice abundances

The implications for getting the correct estimater@fan abundanasder different assumptions

of dispersion (the lower the valuelothe more dispersed) using diffatessample sizes is

illustrated on Figure 4. In both panels the true abundance is 1.0 sea lice per fish and not
surprisingly the probability of making an estimat®5 of this value (left panel in Figure 4) is

higher than the probability of being within 0.25 of the true value (right panel in Figure 4). In both
cases it can be seen that the larger the sample size, the more likely that our estimate will be
within theseaccuracy bounds. In the case where we are willing to be only withinof the true

value of 1 louse and have limited dispersiknl(), the benefit of moving from a sample size of

20 to 50 is fairly marginal (85% to 95% likelihood of being within theexrrange). However,

on the case where is wish towghin +£0.25 of the true value of 1 louse and have more marked
dispersion K=0.3; black line in right panel ¢figure4) a sample size of 20 will only give a 45%
likelihood of this level of accuracy,sing to just over 60% with a sample size of 50.fiEhe
estimation of abundance was more acmunath highk than with lowk, whichis due to the fact

thatit is easier to obtain estimates franharge number of fish witfewersea lice (Figure 3C)
thanfrom onlya few fish with higHevels ofsea lice (Figre 3B).As expected we gain better
estimates when more fish are sampledvizetend to requiréarger sample sizavhenk is lower.

A fuller assessment of thesanircél atpipamsalkihps sug
Figure 5. Here it can be seen thsingasample size of 5éd lineg,will tend to consistently
underestimatehetrue mean abundance, becatse many fish with no sea liae likely to be

sampledthis was particularly obvious in the cases withéowalues ofk.
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Figure 4. Accuracy of estimatethean abundandevels The simulations illustrate the

probability of obtaining two different error&K in absolute terms) in estimated abundance given

a mean abundance of one louse per fish (mean=1). These errors were (E=0.25) and (E=0.5) in the
top and bottom panels, respectively.
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Figure 5. Estimation of sea lice abundances through Monte Carlo simul&tigiots, mean
abundance differs by row, while the dispersion paramk}etiffers by columns. Density of

probabilities around estimated abundances are shown orettie.y

]. Jeong & C.W. Revie

Page 10



2) To test for differences in sea lice abundance following a treatment

A common practical setting in which the accurate estimation of sea lice levels is of great
importance is when assessing the impact (efficacy) of a treatment. Cleanmesathabundance
before treatmerdnd/or the expected efficacy increase, the poweetect adifference inthe

mean abundance following treatmevill also increas€Figure 6).Clearly where a mean

efficacy of 70% is expected when treating on fish with a mean abundance of 1 sea louse (green
lines in bottom row of Figure 6) a sample sizeuwdund 30 fish gives a power of around 0.85

when there is limited dispersiok=2). However, in a setting with modest dispersior((5)

even sampling 50 fish would only give rise to a power of around 0.55 to pick up this effect.

The outputs in Figure @@ based on a Monte Carlo simulation of treatment outcomes and
sampling but for this reasonably restricted case it is also possible to generate an analytical

solution based oan equation irfCundill and Alexander (2015)

" " p P p P
I i e &

117'¢c 11'C

Overall the trend in termsof statistical power to detedtfferences are largelimilarto those

seen when using the Monte Carlo simulafi@sed approach. However, there were some
differences, particularly when assumsmall sample sizes (Figure Theanalyticalresults

were less sensitive to different values of mean abundinaed senple size than was the case

in the Monte Carlo simulationdut this may well be due to the lack of stochastic variation in the
analytical approach as well as the fact that certain simplifying assumptions around the

parameters which describe the distribod are made in the analytical solution.
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Figure 6. Testing for difference@Monte Carlo simulatiohn In plots, mean abundan@eefore treatment)

differ by row, while the dispersion parametg) differs by column. Thetatistical power (48) is shown

on the yaxis, based on@onfidence levedf0.95." Tx . Ef* i ndi cat esg.itTR.Ef t r eat me
=0.3, then a mean abundance of 1 louse would reduce to 0.7 after treatment).
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Figure 7. Testing for differences in abundance following a treatrasimg a fixed analytical
equation(Cundill and Alexander, 2015 he layout of plots ishesameas inFigure 6
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